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Abstract:

1. Introduction

Although a picture is worth a thousand words, what might those thousand words be? Currently, on most web pages, alternative text (alt-text) for images does not exist. Even when it is available, the description is often uninformative and limited. This is the result of telling developers that they need to create alt-text without giving them sufficient guidance (or even any guidance) on what it should contain. It is no wonder alt-text is so poorly done.

This paper reports on activities to provide guidance and tools to support the creation of informative alt-text for all types of images.

2. Background

While guidance exists on the technical methods for providing alt-text (such as the alt and longdesc attributes of the HTML img tag) [2,8], there is no such guidance on what to include as alt-text. As a result, developers do not know what to write. Thus, poor and uninformative descriptions often result. Before developers can write informative alt-text, they need to know what information is present in the image. 

There are numerous problems with expecting developers to use different sets of guidance for describing different types of images. While there is guidance regarding the description of certain types of images [2,3], these approaches to classify images expect that classification is simple and that the categories are mutually exclusive. However, many images contain characteristics of multiple of the suggested types, and are thus difficult to categorize into any one type. Furthermore, depending on the chosen type, different descriptive details will then be considered while others are ignored. 

Information science has dealt with a similar problem: the need to develop a general method of cataloging images [5,7]. Image indexes are dependent on a person or machine’s ability to determine what can be seen or was represented in the image. As such, the image may be indexed slightly differently each time.

Rather than develop different guidance for different image types, we considered how common guidance could be created for all images while still meeting the needs of various types of images. We focused on the types of information that may exist in any image type and derived a process for developers to extract the information from the image.

The main categories of image information are based on something we have been taught since elementary school: Who, What, When, Where, Why, and How (5W+H). The 5W+H system is already used for cataloguing images[7]. Due to its generality, anyone can create alt-text using this process without a steep learning curve.

The information ergonomics and image analysis fields provide additional specific pieces of descriptive information for some or all types of media, including relationships (such as logical, spatial, and temporal) [2,3,6]. This descriptive information can be categorized at a sub-level to the 5W+H system.

To extract the information, a set of questions reflecting each category of information was developed for developers to consider and answer. As previously noted, our approach is meant to apply to the greatest range of images. As such, many questions or categories of information may not apply to an image. However, as developers consider the questions, they will be able to identify important information about an image that can then become part of the alt-text.

Captioning and audio description guidelines and standards provide another useful concept for creating alt-text [8,1]. Since space for information is limited, the most important or significant information needs to be provided first. If additional space is available, the next most important information is given. Using a three-level significance system for rating the information about an image, developers can evaluate each piece of information based on what they want their readers to know and what the readers need to know and write alt-text based on the ratings.

3. Guidance on Developing Alternative text
Our research led to the creation of “Guidance on creating alternative text for images” [4] that was submitted by the Standards Council of Canada to ISO/IEC JTC1 Information Technology / SC35 User Interfaces as the basis of a new standards project.  This document contains both a process for developing alt-text and a comprehensive set of questions to aid in identifying information that should be included within the alt-text. It should be noted that this guidance is intended for use in all types of documents, not just in Web pages.

The basic process involves:

1. Identifying the purpose of the image, by determining why the image is important within the document

Purpose is different from image type and should be answered in a way that is relevant to the users of the document. A clear statement of purpose is important both for guiding the developer of the alt-text and for helping the user of the alt-text to evaluate whether to spend time reading the resulting alt-text.

2. Identifying the significant image components, which need to be described in addition to the overall image

The concept of significance is used throughout the procedure to help the developer evaluate what information is important enough (to the developer and user) to be included within the resulting alt-text.

3. Identifying the main content of the image and its components, by answering what the image/component represents within the document

The method of answering this question is dependent on the purpose of the image.

4. Elaborating on the content of the image and its components, by answering applicable questions relating to: what, when, where, how much, and how 

The questions related to this process come from the combination of information recommended for use in describing various different types of images. By combining these questions within the familiar W5+H structure, they are always considered without the need to first identify one or more image “types”.

5. Organizing the answers and transforming them into readable short and long alt-text descriptions

While general guidance is provided for this transformation, it is recognized that it is best performed by the person who developed the rest of the document, so that its writing style and content are consistent. This could result in some information related to the image to be moved from the alt-text to the main text where it could provide a better explanation of the image to all users, not just those accessing the alt-text.

6. Evaluating the resulting alt-text
It is recommended that potential alt-text (both short and long descriptions) is evaluated by someone other than the person who created it, to check that it suitably describes the image within the context of the document within which it is contained.

4. Research Study

We studied the usability of the document for identifying important information that should be included within alt-text (steps 1 – 4). Individuals representing different potential groups of users of the document (developers, usability specialists, content providers, and internet users) were recruited to apply the document to 5 out of a set of 10 different types of images.

After analyzing the descriptions based on quality and quantity, we found that developers performed better than the other groups and identified a higher quality and quantity of information. This is especially promising since the document will likely be used most often by developers. 

Based on the detailed analysis, the amount of time spent on each image, and the participants’ feedback, the procedure in the draft document was modified to make it even easier to use and to get more detailed information so that better alt-text can be written. 

5. Tool

To make the process easier (and thus more likely) to be used, we created a prototype tool that guides individuals through the set of questions and accumulates their answers. The prototype lets the user add and delete components, save responses to questions about each component, and review the information. It ensures that the user considers each question while allowing an answer of not applicable, where appropriate.

This prototype has been tested by the individuals from the first study. Individuals used the tool on the five images that they had not yet described.  Unlike using the document, users had no problems understanding what they were supposed to do with the tool.  The tool helped them do a better job of identifying more components in the images and more detailed information. With more information, there is a better basis for good descriptive alt-text to be written.

6. Conclusion

Our Guidance on creating alternative text for images has proved to be a feasible approach that can help in creating good alt-text. It is now undergoing further research and development in parallel with progressing through the ISO standardization process. Now is a good time to get involved in refining the approach as much as possible. For further information on how to get involved, please contact: Dr. Jim Carter <carter@cs.usask.ca>.
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